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Outline

• Undirected graphical models, Markov random fields 

• Independence in MRFs 

• Are Bayesian networks MRFs?



Review: Bayesian Networks

Rain Wet Ground Slip

Car Wash

P(R, W, S, C) = P(R) P(C) P(W | C, R) P(S | W) P(X | Parents(X))

Wet GroundRain

Car Wash



Acyclicity of Bayes Nets
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P(B |A)P(C |B)P(A|C ) = P(B ,C |A)P(A|C ) = P(A,B ,C |C )?P(A,B ,C ) =

Only “makes sense” if P(A) = P(B) = P(C) = 1

All meaningful Bayes nets are directed, acyclic graphs (DAGs)

invalid Bayes net



Undirected Graphical Models
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Undirected Graphical Models
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Markov Random Fields
• Any two subsets S and T of variables are conditionally independent 

given a separating subset

• All paths between S and T must travel through the separating subset
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Independence Corollaries

• Any two non-adjacent variables are conditionally independent given 
all other variables 

• Any variable is conditionally independent of the other variables 
given its neighbors 

• Markov blanket



Bayesian Networks as MRFs

BA
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p(A,B) = p(A)p(B |A)

p(A,B) / �(A,B)

converting a single edge to a pairwise clique potential is easy



Bayesian Networks as MRFs
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p(A,B ,C ) / �(A,B)�(B ,C )

p(A,B ,C ) = p(A)p(B |A)P(C |B)

�(A,B) P(A)P(B |A)

�(B ,C ) P(C |B)

chains are easy too parameterization is not unique



Bayesian Networks as MRFs
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p(A,B ,C ) = p(A)P(B |A)P(C |A)

p(A,B ,C ) / �(A,B),�(A,C )

�(A,B) P(A)P(B |A)

�(A,C ) P(C |A)
shared parents also easy



Bayesian Networks as MRFs
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A and B are dependent given C

A and B are independent given C

can’t be correct

p(A,B ,C ) = p(A)p(B)p(C |A,B)

p(A,B ,C ) / �(A,C )�(B ,C )

shared child



Moralizing Parents

A
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B �(A,B)

A and B are dependent given C

A and B are independent given C

p(A,B ,C ) = p(A)p(B)p(C |A,B)

p(A,B ,C ) / �(A,C )�(B ,C )
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Converting Bayes Nets to MRFs
• Moralize all co-parents 

• Lose marginal independence of parents

directed undirected



Summary
• Undirected graphical models, Markov random fields 

• Independence in MRFs 

• Are Bayesian networks MRFs? No. 

• and MRFs are not Bayesian networks 

• Next time: inference via belief propagation


