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Markov Random Fields
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INnference In MRFS
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Sum-Product Belief Propagation

@ : : @ be(X:) X H My s(Xs)
I

s€neighbors(t)




Sum-Product Belief Propagation
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Sum-Product Belief Propagation
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Sum-Product Messages

Functions of recelving node’s variable
Vectors for discrete variables
Can (should) be normalized

Alternate form explicitly encodes unary and edge potentials:

p(x) o || ¢s(Xs Dot (Xs, X previous form absorbs unary
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Scheduling Message Updates
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Scheduling Message Updates
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(If the graph is a tree, any
‘ - node can be a root)

collect messages to root



Scheduling Message Updates
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‘ distribute back to leaves
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collect messages to root



B In lrees

 (Guaranteed to converge to marginals
» Collect-distribute “converges” with just one update per message
 (Guarantees not as nice in non-trees

e rule-of-thumb: treat loopy BP as approximate inference



Bellet Propagation in an HMM
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Bellet Propagation in an HMM
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Summary and Notes

Belief propagation passes messages between neighboring nodes
Fuse iIncoming messages from all neighbors except receiving node
Collect evidence and distribute (serial order) in trees: exact marginals
iterate In loopy graphs: approximate marginals

Messages are related to Lagrange multipliers for enforcing
consistency constraints on estimated marginals
(lots of interesting research on this relationship)



