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Outlook: 
1. MLRA mapping based on User data 

– User Input data  
– MLRA setting 
– Validation 
– Mapping 
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Schematic overview for systematic evaluation of nonparametric regression models to 
estimate biophysical variables 
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MLRA mapping based on User data 
 The example will demonstrate how to train and validate single-output MLRA models and 

apply it to an image using a field dataset for training. Consult the Manual for more details. 
 
The procedure will be as follows: 
1. User data: Insert field data for training and validation 
2. Single-output: Choose single-output MLRA models and define training/testing partitioning 
3. Validation: Validate the  defined MLRA strategies 
4. Retrieval: Apply the best one to a remote sensing image. 
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• Non-parametric models 
• SimpleR [Camps-Valls et al., 2013] 
• http://www.uv.es/gcamps/code/simpleR.html  

Principal component regression– PCR Partial least squares regression– PLSR Decision Trees – DT 

Neural networks – NN Kernel ridge regression – KRR Gaussian processes regression - GPR 

Also: 
• Elastic Net (ELASTICNET) 
• Bagging trees (BAGTREE) 
• Boosting trees (BOOST) 
• Neural networks (NN) 

• Extreme Learning Machines (ELM) 
• Support Vector Regression (SVR) 
• Relevance Vector Machine (RVM) 
• Variational Heteroscedastic Gaussian 

Process Regression (VHGPR) 7/20 

http://www.uv.es/gcamps/code/simpleR.html


Input: User data (e.g. field data) 
User data for training and validation requires one input file, including: 
1. Biophysical parameters (e.g., LAI, chlorophyll content,…) 
2. Associated spectra (e.g., obtained from a remote sensing image) 
 
User data need to be organized in a matrix format in plain text file, according to example below: 

Input 
parameters 

Associated 
spectra Wavelengths 

• Make sure to fill up the whole Matrix! In case of empty cells, use NaN and remove those samples in the following 
step.   

• Make sure that wavelengths are the same as the remote sensing image! They need to match. A band selection or 
band transformation can be later done in Settings. 8/20 



Import User data window 

1. Browser: Import User data file. 
2. Inspect if right data in left panel. By clicking on OK data will appear in right panel. 
3.  Define a row  with a parameter to its line. Click on Add. Multiple parameters can be define by repeating this 

step. Parameters can be combined. 
4. Define the row where spectra starts. 
5. If needed, convert spectral data.  
6. Option to remove samples. 
7. Configured input data can be saved and loaded  as .m file.  
8. Finally, click on Import. 
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Single-output Settings 

1. Select the nonparametric regression models to be trained and validated.  
2. The option to add Gaussian noise is provided. A range of noise scenarios can be applied. 
3. Select the User data training/validation partitioning. This will randomly partition the input data in a 

training and validation dataset. Make sure to keep some data for validation (thus < 100% training). 
Also a range of training/validation partitioning scenarios can be applied. If no validation is required, 
go directly to Retrieval.  

4. Click on Finished. 
 

 

Range options: 
• Step 
• Distribution 
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Multi-output Settings 
When multiple input  variables have been selected, the following regression 
algorithms provide multiple-outputs with the same single model: 
 
• partial least square regression (PLSR) 
• neural networks (NN)  
• kernel ridge regression (KRR).  
 

The same options as Single-output are provided 
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Validation 
• Start a New validation: provide a name 

 
 

• All MLRA scenarios will be trained using training data and 
validated against validation data according to goodness-
of-fit indicators: 
– R, R2, RMSE, RELRMSE, NRMSE, ME, MAE (see manual) 

 
• Results will be automatically stored in a MySQL table. 

 
• When finished, an overview table will appear (see next 

slide). Such overview table can also be consulted when 
selecting: Load. A window with generated validation 
results will appear: (see next slide) 
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MLRA validation 

1. Choose how to sort outputs, according to parameter, statistic and number of top results per regressor. Click on OK. 
2. Select a MLRA scenario for retrieval (e.g. the top performing one). It will move to lower panel. When clicking on 

Done it will move to the Retrieval window (slide 11). 
3. Select a MLRA scenario for Graphics plottings: 1:1-line measured vs. predicted. For GPR additional band relevance 

information will be provided.  Make sure to have User data loaded, because the selected model will be 
regenerated. 

4. In case ranges were introduced (noise, training/validation partitioning), validation results can be plotted in a 2D-
matrix. Results are plotted according to selected parameter and statistic.  
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Examples of validation results 
Measured data (validation)  vs. 
estimated data along 1:1-line 

For GPR sigmas (band relevance) are provided. The 
lower the sigma, the more important the band.  

2D-matrix with validation results according to 
selected parameter and statistic.  

When clicking on Options, options are provided to 
control the the figure properties and export it. 

Residuals 
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Retrieval 

Instead of going through the validation procedure, one can also choose to immediately train a regression model and 
apply it to a remote sensing image. User data has for training to be first inserted (see slides 4 & 5). 
1. Select the parameter and the regression model. 
2. Optionally noise can be added. 
3. Select the training partitioning. Here 100% training data can be applied. The configuration need to be ADDed and 

chosen model will appear in the down panel. In case a model has been selected during the validation step, it will 
directly appear in that panel. 

4. Band tools options are provided (e.g. spectral subset, PCA). 
5. When clicking on OK, the mapping procedure will start (see next slide).  
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The mapping of selected biophysical parameter requires the following steps: 
1. Select the Output directory 
2. Select the directory with Input images 
3. Images according to ENVI file format (including .hdr file) will be identified and listed. 

Multiple images can be selected. They will be processed one-after-another.  
4. When the processing is done,  the output maps can be viewed. Select one through Open 

Map and click on PREVIEW. 
 

 

Retrieval 

A drop-down list will show the provided output 
layers. One output map can then be peviewed.  16/20 



• Visualization of an output layer. In Options, map properties can be controlled (e.g. color 
scale, color table). 

• Make sure to orient the map according to ij for correct orientation.  
• The map can be saved according to various vector or bitmap formats. Redundant white 

space around the figure will be automatically removed.  
• Settings can be set as default – will be automatically applied to subsequent maps. 
• Click on Sample to visualize the map. Click on OK to save it away.  

Final maps 

17/20 



Tools 

Options View a map – select a band Delete validation tables 
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Field & RS data 
SPARC data set (July 2003; Barrax, Spain) 
 
• Field data (135 points): 

– Leaf Chl measured with CCM-200 
– LAI measured with LiCor LAI-2000 
– FVC measured with hemispherical photographs 
– 30 additional bare soil samples 

 
• Spectral data: 

– CHRIS mode 1 (62 bands; 34m) nadir 
spectra (July 2003). Data has been 
resampled to Sentinel-2 (20 m: 8 bands) 

– HyMAP (125 bands; 5 m) 
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Excercise 
 Evaluate the performance of MLRAs using a field dataset and remote 

sensing data. 
 Apply the best performing regression algorithm to a RS image. 
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