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Dobro jutro!
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Let’s start!
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Disclaimer: 
many methods, many problems ahead!
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Earth science – on the what, when, why and how questions
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2 weeks ago ...
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Last week ...
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Yesterday ...
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This appeared today!
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Earth observation



The planet as a hypercube ...

«play video 1»
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All models are wrong, many are not even useful
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The perfect storm
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Agenda for today

 Part I: Introduction: why do we need ML?
 Part II: ML for Earth sciences
 Part III: The challenges
 Part IV: Physics-aware Machine Learning
 Part V: Explainable AI 
 Part VI: Pragmatic causality
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Part I
Why ML for the Earth sciences?



AI helps in...
● AI for prediction of essential climate variables
● AI for detection of extreme events
● AI for characterization of Earth status and health
● AI for attribution of causes of changes and anomalies
● AI to optimize resources
● AI to understand human role in the planet



Did you say ‘modeling & understanding’?

ForecastingForecasting

Discover 
laws

Discover 
laws

Learn
to represent

Learn
to represent

Detecting 
anomalies

Detecting 
anomalies

Quantifying 
uncertainty

Quantifying 
uncertainty

Causal 
relations

Causal 
relations

What?

When?

How & 
Why?
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Part II
ML & DL for the Earth sciences
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Why deep learning works, after all?

 DL are powerful machine learning models

 DL deals well with spatio-temporal-spectral multidimensional data

 DL can incorporate inductive priors by new losses & architectures

 DL is now a democratized, ready-to-use, commodity tool for users

 DL can be used for regression, classification, clustering, visualization



Deep learning for the Earth sciences works …

Reichstein, Camps-Valls et al, Nature, 2019
Camps-Valls, Tuia, Xiang, Reichstein. Wiley & Sons book, 2021

https://github.com/DL4ES/DL4ES



Detect, localize, superresolve ...

Reichstein, Camps-Valls et al, Nature, 2019
Camps-Valls, Tuia, Xiang, Reichstein. 
Wiley & Sons book, 2021



Predict, anticipate, forecast ...

Reichstein, Camps-Valls et al, Nature, 2019
Camps-Valls, Tuia, Xiang, Reichstein. 
Wiley & Sons book, 2021
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Part II.1
… and we deploy them in the wild!
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Prediction of crop yield from space

“A unified vegetation index for quantifying the 
terrestrial biosphere”, Gustau Camps-Valls et al, 
Science Advances, 2021

“Learning main drivers of crop progress and 
failure in Europe with interpretable machine 
learning”, Anna Mateo et al, International Journal of 
Applied Earth Observation and Geoinformation, 2021
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Coastlines, water bodies and oceans?

“Learning Relevant Features of Optical Water 
Types” Blix, K. and Ruescas, A. and Johnson, E. and 
Camps-Valls, G. IEEE Geoscience and Remote Sensing 
Letters, 2022

“Estimation of Oceanic Particulate Organic 
Carbon with Machine Learning” Sauzède, R and 
Johnson, J Emmanuel and Claustre, H and Camps-Valls, 
G and Ruescas, AB. ISPRS Annals of the 
Photogrammetry, 2 :949--956, 2020

“Predicting regional coastal sea level changes 
with machine learning”, V Nieves, C. Radin & G. 
Camps-Valls, Scientific Reports, 2021
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What about the atmosphere and air quality?

“Transferring deep learning models for cloud 
detection between Landsat-8 and Proba-V”. 
Mateo-García, Gonzalo and Laparra, Valero and López-
Puigdollers, Dan and Gómez-Chova, Luis
ISPRS Journal of Photogrammetry and Remote Sensing 
160 :1-17, 2020

“Mapping methane point emissions with the 
PRISMA spaceborne imaging spectrometer”, L. 
Guanter et al, Remote Sensing of Environment, 2021
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DL for climate change mitigation

"Roofpedia: Automatic mapping of green and solar roofs for an open roofscape registry and evaluation of urban sustainability." 
Wu, Abraham Noah, and Filip Biljecki. Landscape and Urban Planning 214 (2021): 104167.
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DL for wealth, energy & activity analysis

Global wealth map    
http://penny.digitalglobe.com

NASA’s black marble – https://blackmarble.gsfc.nasa.gov/

"Poverty prediction with public Landsat 7 satellite imagery and 
machine learning." Perez, Anthony, et al.  arXiv:1711.03654 (2017).
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DL for health analysis https://ispguv.users.earthengine.app/view/covid19-reproductive-meteo-estimation

https://healthmap.org/en/
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Part II.2
some deep learning 
for spatio-temporal data analysis



Spatio-temporal data: convolutional and recurrent networks
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● Convolutional neural nets (CNN): hierarchical structure exploits spatial relations
● Long short-term memory (LSTM): recurrent network that accounts for memory/dynamics

Reichstein, Camps-Valls et al, Nature, 2019
Camps-Valls, Tuia, Xiang, Reichstein Wiley & Sons book, 2021



Multiscale & multisource wavelet neural networks

36

● Wavelet decomposition as a ‘saliency detector’ of interesting regions 
● Divide-and-conquer strategies for detection

Reichstein, Camps-Valls et al, Nature, 2019
Camps-Valls, Tuia, Xiang, Reichstein Wiley & Sons book, 2021



Forecasting and tracking as a video prediction task
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● Many video prediction techniques from computer vision are widely applicable in extreme 
event tracking and forecasting

● Methods: U-Net, ARCON, OLS, ...

EarthNet2021 dataset and challenge



Transformers and attention mechanisms
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● Transformers capture multiscale and multisource data relations
● Attention mechanisms rooted on visual neuroscience and natural language processing

TrackFormer: Multi-Object Tracking with Transformers, 2021



Fast and slow multisource neural networks
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● Networks to process speed-varying 
processes

● Different focused branches to fuse 
multisource information

● Opportunities to model legacy effects & 
persistence

Audiovisual SlowFast Networks for Video Recognition, 2020
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Part II.3
advances in kernel methods
           - kernel indices

     - feature extractors



1- Kernel (vegetation) indices



Vegetation indices



NDVI = (n-r)/(n+r)



A simple observation ...

● All indices try to linearize the problem with arbitrary, yet  
sensible, transformations…

● Why not accounting for all possible transformations 
jointly?

 



Kernel methods to the rescue ...



Kernel methods to the rescue ...



Kernel methods to the rescue ...



Kernel NDVI



Kernel NDVI



Kernel NDVI



Kernel NDVI



Kernel NDVI



Accurate proxy to gross primary production
● FLUXNET: a sensor network of eddy covariances
● Upscaling CO2, energy and heat fluxes 



Accurate proxy to gross primary production
● Sensors allow estimating turbulent exchange of carbon dioxide (CO2), latent and sensible heat, 

CO2 storage, net ecosystem exchange, energy balance, ...
● Gross primary 

productivity
● Terrestrial 

ecosystem
● respiration
● Net ecosystem 

exchange



Accurate proxy to gross primary production



2- ROCK-PCA: Rotated complex kernel PCA
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PCA
● Find projections of maximum variance
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KPCA
● Find projections of maximum variance in a higher dimensional Hilbert space
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ROCK-PCA
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SM decomposition
● Strong compression

● 1st: annual oscillation
 Boreal
 Equatorial

● 2nd: seasonal oscillation
 Boreal
 Croplands

● 3rd: intrannual trend, ENSO

SMOS-BEC (Barcelona Expert Center) + June-2010 to June-2017 + 5 days temporal gap (with asc./desc avgd. orbits) + 25km res.
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SM decomposition
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Part II.5
Gaussianizing the Earth
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Agenda for today

 Part I: Introduction: why do we need ML?
 Part II: ML for Earth sciences
 Part III: The challenges
 Part IV: Physics-aware Machine Learning
 Part V: Explainable AI 
 Part VI: Pragmatic causality
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Part III
The challenges
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AI promises to transform scientific discovery ...
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Deep learning challenges
● Do Models respect Physics Laws?
● What did the ML model learn?
● Do they get cause-effect relations?
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Microsoft Tay (and chatGPT too) learns biases
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Automatic systems can be fooled with adversarial examples
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DL suffers hallucinations (aka confabulations, delusions)

● Confident response not justified by the training data
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Current AI doesn’t get context, composition and meaning

Sheep detector in the wild
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Current AI doesn’t get semantics ...

Astronaut riding a horse Horse rides astronaut
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AI doesn’t understand physics and causality!

Generate coffee cup with holes

Seagull caused damage
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Deep learning challenges
● Do Models respect Physics Laws? Physics-aware machine learning
● What did the ML model learn? Explainable AI
● Do they get cause-effect relations? Causal inference & discovery
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Part IV
Physics-aware machine learning
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Physics-aware* machine learning

* aka physics-guided, physics-informed, physics-constrained, science-guided, ...
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The truth is that...

At AGU 2017, New Orleans, USA
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A simple taxonomy

“Living in the Physics - Machine Learning Interplay for Earth Observation” 
Camps-Valls et al. AAAI Fall Series 2020 Symposium on Physics-guided AI for Accelerating Scientific Discovery, 2020. arxiv.org/abs/2010.09031
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A- Constrained optimization
● ML minimizing model errors & violations of the physical laws

“Theory-guided Data Science”, Karpatne, A. et al.  IEEE Trans. Know. Data Eng., 2017.
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A- Fair optimization

● ML minimizing errors & predictions independent of sensitive factors

● Independence measured with HSIC

● Closed form solution with kernels

● Probabilistic interpretation with GPs:

“Fair Kernel Learning” Perez, Laparra, Gomez, 
Camps-Valls, G. ECML, 2017.

“Consistent Regression of Biophysical 
Parameters with Kernel Methods” Díaz, Peréz-
Suay, Laparra, Camps-Valls, IGARSS 2018

“Physics-aware Nonparametric Regression 
Models for Earth Data Analysis”. Cortés & 
Camps-Valls. Environmental Research Letters,, 2022

“Kernel Dependence Regularizers and 
Gaussian Processes with application to 
Algorithmic Fairness” Zhu Li, Perez-Suay, Camps-
Valls and Sejdinovic, Pattern Rec. 2022
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A- Fair optimization

● ML minimizing errors & predictions independent of human factors

“Fair Kernel Learning” Perez, Laparra, Gomez, Camps-Valls, G. ECML, 2017.
“Consistent Regression of Biophysical Parameters with Kernel Methods” Díaz, Peréz-Suay, Laparra, Camps-Valls, IGARSS 2018
“Kernel Dependence Regularizers and Gaussian Processes with application to Algorithmic Fairness” Zhu Li, Perez-Suay, Camps-Valls and Sejdinovic, , Pattern Rec. 2022
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A- Blending observations and simulations for extrapolation

● Let ML talk to physical models for extrapolation

“Joint Gaussian Processes for Biophysical Parameter Retrieval” Svendsen, Martino, Camps-Valls, IEEE TGARS 2018
“Physics-aware Gaussian processes in remote sensing”  Camps-Valls, G. et al. Applied Soft Computing, 2018.
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A- Convolution processes & encoding ODEs

● Encode ODEs governing the system + Learn latent forces driving it

“Integrating Domain Knowledge in Data-driven Earth Observation with 
Process Convolutions” Svendsen, Muñoz, Piles, Camps-Valls, IEEE TGARS. 2021
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A- Convolution processes & encoding ODEs

● LFM-GP learns to estimate SM from uneven sampled time series ...
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A- Convolution processes & encoding ODEs

● … and also learns driving forces, and one resembles precipitation
● … plus the time-decay constant of the ODE!
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A- Hybrid neural networks
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A- Hybrid neural networks

“Deep learning and process understanding for data-driven Earth System Science”, Reichstein, Camps-Valls et al. Nature, 2019.
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A- Hybrid neural networks
● ML that learns laws of physics (e.g. model-data consistency, mass and energy conservation)

“Deep learning and process understanding
for data-driven Earth System Science” 
Reichstein, Camps-Valls et al. Nature, 2019.

B: A motion field is learned with a 
convolutional-deconvolutional net, 
and the motion field is further 
processed with a physical model

A: “Physisizing” a deep 
learning architecture by 
adding one or several physical 
layers after the multilayer
neural network

“Deep Learning for Physical Processes: 
Incorporating Prior Scientific Knowledge”. 
de Bezenac, Pajot, & Gallinari, arXiv:1711.07970 (2017).
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B- Emulating complex codes
● GP Emulation = Uncertainty quantification/propagation + Sensitivity analysis + Speed

“Emulation of Leaf, Canopy and Atmosphere Radiative Transfer Models for Fast Global Sensitivity Analysis”, Verrelst, 
Camps-Valls et al  Remote Sensing of Environment, 2016
“Emulation as an accurate alternative to interpolation in sampling radiative transfer codes”,
Vicent and Camps-Valls, IEEE Journal Sel. Topics Rem. Sens, Apps. 2018

https://www.mdpi.com/2072-4292/8/8/673
https://ieeexplore.ieee.org/document/8510901
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C- Parametrizations with variational inference
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C- Parametrizations with variational autoencoders

“Variational inference over radiative transfer model for biophysical parameter retrieval”
D. Svendsen, L. Martino, V. Laparra, G. Camps-Valls, Machine Learning, 2021

● An RTM is a deterministic model mapping 
parameters (‘causes’,c) to radiances (‘effects’, 
E)

● Assume a Gaussian prior
● The evidence/marginal likelihood is hard to 

integrate w/ RTM inside the Gaussian mean!

● VAE is orders of magnitude faster than MCMC, 
but problems with multimodal distributions
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D- Discover ODEs from data

“Discovering governing equations from data by sparse identification of nonlinear dynamical systems” Brunton, Proctor, Kutz, PNAS 2016
“Discovering Differential Equations from Earth Observation Data” Adsuara, J.E.; Camps-Valls, G.; Reichstein, M. and Mahecha, M. IGARSS 2020
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Part V
XAI: Towards transparent models



148

A taxonomy

“A Survey on Explainable Artificial 
Intelligence(XAI): towards Medical 
XAI”, Tjoa 2019
“Advancing Deep Learning For Earth 
Sciences: From Hybrid Modeling To 
Interpretability”, Camps-Valls, G. and 
Reichstein, M. and Zhu, Z. and Tuia, D.  
IEEE IGARSS (2020)
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1: Sensitivity analysis

“Remote Sensing Feature Selection by Kernel Dependence Estimation”, Camps-Valls, G. Mooij, JM. Schölkopf, IEEE-GRSL, 2010.
“A guided hybrid genetic algorithm for feature selection with expensive cost functions”, M. Jung, J. Zscheischler, Procedia, 2013.
“Kernel methods and their derivatives: Concept and perspectives for the Earth system sciences” Johnson, JE, Laparra, V, Perez, A, Mahecha, M., Camps-Valls, G.  PLOS ONE 2020 



Detect, anticipate, understand climate extremes

«play video 2»
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1: Sensitivity analysis

“Spatio-Temporal Gaussianization Flows for Extreme Event Detection”. Miguel-Ángel Fernández-Torres and J. Emmanuel Johnson and María Piles and Gustau Camps-Valls 
EGU General Assembly, Geophysical Research Abstracts, Online, 19-30 April 2021
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1: Sensitivity analysis

“Spatio-Temporal Gaussianization Flows for Extreme Event Detection”. Miguel-Ángel Fernández-Torres and J. Emmanuel Johnson and María Piles and Gustau Camps-Valls 
EGU General Assembly, Geophysical Research Abstracts, Online, 19-30 April 2021
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2: Model decomposition

“Estimating and Understanding Crop Yields with Explainable Deep Learning in the Indian Wheat Belt”. Wolanin, Mateo-Garcia, Camps-Valls, Gomez-Chova, et al. Environmental Research Letters, 2020 
“Crop Yield Estimation and Understanding with Gaussian Processes” Martinez-Ferrer, L, Piles, M. and Camps-Valls, G. IEEE Geoscience and Remote Sensing Letters, 2020 

● Gaussian processes 
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Part VI
All is about (pragmatic) causality
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Causal inference
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Correlation is not causation, but then what’s causality?
● Correlation is not causation!
● Correlation: you can be right for the wrong reasons!

R = 0.96
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Common Cause Principle
● If X and Y are statistically dependent, then there exists Z causally influencing both
● Z screens X and Y from each other: X and Y become independent given Z

-- Reichenbach, 1956
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The rungs of inference ...

Deep learning world Interaction world Scenarios world
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Causal inference in Earth and climate sciences
● Causality discovery learns cause and effects relations from data
● What for? Hypothesis testing, model-data comparison, causes of extreme impacts

“Inferring causation from time series with perspectives in Earth system sciences”, Runge, Bathiany, Bollt, Camps-Valls, et al. Nat Comm., 2019
“Causal Inference in Geoscience and Remote Sensing from Observational Data,” Pérez-Suay and Camps-Valls, IEEE Trans. Geosc. Rem. Sens, 2018
“CauseMe: An online system for benchmarking causal inference methods,” Muñoz-Marí, Mateo, Runge, Camps-Valls. In preparation (2019). CauseMe: http://causeme.uv.es
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Methods for causal discovery from data

“Inferring causation from time series with perspectives in Earth system sciences”, Runge, Bathiany, Bollt, Camps-Valls, et al. Nat Comm., 2019
“Causal Inference in Geoscience and Remote Sensing from Observational Data,” Pérez-Suay and Camps-Valls, IEEE Trans. Geosc. Rem. Sens, 2018
“CauseMe: An online system for benchmarking causal inference methods,” Muñoz-Marí, Mateo, Runge, Camps-Valls. In preparation (2019). CauseMe: http://causeme.uv.es
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1- Nonlinear Nonstationary Granger Causality (XKGC)

● Causality is sharper 
than  correlation

● ENSO4 “causes” SM 
in very dry (Sahel) 
and very wet 
(tropical rain forests)

“Inferring causation from time series with perspectives in Earth system sciences”, Runge, Bathiany, Bollt, Camps-Valls, et al. Nat Comm., 2019
“Causal Inference in Geoscience and Remote Sensing from Observational Data,” Pérez-Suay and Camps-Valls, IEEE Trans. Geosc. Rem. Sens, 2018
“Explicit Granger Causality in Kernel Hilbert Spaces” Diego Bueso, Maria Piles, Gustau Camps-Valls, Physical Review E 102 :062201, 2020 



165

2- Robust Convergent Cross Mapping (RCCM)
● X Y if you can recover manifold structure Y from manifold structure X→
● RCCM: bootstrap resampling for robust estimation + IGCI correction for entropy asymmetry
● Results in carbon and water fluxes

“Inferring causal relations from observational long-term carbon and water fluxes records” E. Diaz, G. Camps-Valls et al. Scientific Reports, 2022
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2- Robust Convergent Cross Mapping (RCCM)
● Causality on (GPP, Tair, SM)
● Causal maps capture common knowledge
● In dry (water-limited) areas, GPP is 

caused/driven by SM
● Temperature is mainly an effect in boreal 

regions
● GPP affects SM in dry/savannas/shrubs, 

possibly related through ET
● SM in boreal regions matches with a 

reduction in radiation and temperature

“Inferring causal relations from observational long-term carbon and water fluxes records” E. Diaz, G. Camps-Valls et al. Scientific Reports, 2022
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3- PC with momentary conditional independence (PCMCI)

“Causal network reconstruction from time series” Runge, J. Chaos, 2018

● Smart fast algorithm to test conditional independence and decide causal arrows
● Test correlation of residuals-cause in both directions
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● Smart fast algorithm to test conditional independence and decide causal arrows
● Test correlation of residuals-cause in both directions

3- PC with momentary conditional independence (PCMCI)



169“Causal networks for climate model evaluation and constrained projections”. Nowack, Runge, Eyring, Haigh, Nature Comm, 2020

3- PC with momentary conditional independence (PCMCI)
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4- Structural causal models
● Causality with two variables only!?

● Idea: Cause should be independent of the generating mechanism

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018
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4- Structural causal models - example

● Step 1: fit a forward and an inverse nonlinear regression

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018; Hoyer et al., NIPS 2008.
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4- Structural causal models - example

● Step 2: test independence between residuals and the assumed cause

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018; Hoyer et al., NIPS 2008.
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4- Structural causal models - example

● Step 3: the direction of causation is the most independent 

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018; Hoyer et al., NIPS 2008.
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4- Structural causal models
● Excellent preliminary results in synthetic examples, model emulation, and RTMs

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018; Hoyer et al., NIPS 2008.
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4- Structural causal models
● Excellent preliminary results in synthetic examples, model emulation, and RTMs

Mitrovic et al, 2018; Perez & Camps-Valls, TGARS, 2019a; ASOC, 2018; Hoyer et al., NIPS 2008.

AUC = 0.68
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5- Learning causal feature representations

Varando, Fernandez, Camps-Valls, Learning Granger Causal Feature Representations, ICML 2021.

Image credits: Jakob Runge, 2019



● ENSO changes patterns of essential variables like moisture, greenness & precip.
● Goal: Learn causal impact teleconnections of ENSO on greenness
● NDVI from MODIS in Africa, linear interp, anomalies
● ENSO3.4 index, focus on 2014-2017

2014-2017

5- Learning causal feature representations

Varando, Fernandez, Camps-Valls, Learning Granger Causal Feature Representations, ICML 2021.



5- Learning causal feature representations



No Granger penalization Granger penalization

5- Learning causal feature representations

Varando, Fernandez, Camps-Valls, Learning Granger Causal Feature Representations, ICML 2021.



● XAI  Neuron Integrated Gradients (NIG) over the Granger Autoencoder→
● Spatially-explicit and temporally resolved activation maps per biome

5- Learning causal feature representations



6- Causality & Disasters

181



Causal Understanding of Disasters

182



Understanding Disasters is about  answering causal queries

183

● Causal inference: draw 
conclusions about causal 
relations

● Causal discovery: learn 
relations from data & 
assumptions

● Cause-effect estimation: 
quantify impacts of 
interventions



Learning drivers of displacement

184



Learning drivers of displacement

185
“Causal discovery of drought-induced human displacement drivers”, Tarraga, Piles, Sevillano, Muñoz, Ronco, Camps-Valls, et al. Submited, 2023



Learning drivers of displacement
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“Causal discovery of drought-induced human displacement drivers”, Tarraga, Piles, Sevillano, Muñoz, Ronco, Camps-Valls, et al. Submited, 2023



Learning drivers of displacement

187
“Causal discovery of drought-induced human displacement drivers”, Tarraga, Piles, Sevillano, Muñoz, Ronco, Camps-Valls, et al. Submited, 2023
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Software suites for this ...
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Conclusions
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Take-home message: fitting is not enough!

 You can be right for the wrong reason
 All models are wrong, some are useful
 AI is not deep learning, dude

>> Give Physics, XAI and Causality a Chance
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Take-home message: fitting is not enough!

 AI is a paradigm shift
 Excel in classification, (change) detection, parameter retrieval
 Automate & understand processes

 Challenges: interpretability + causal relations + physics consistency
 Future: 

 User-centric AI + trustworthiness + accountability
 Holistic & interdisciplinary education

“Towards a Collective Agenda on AI for Earth Science Data Analysis” 
Tuia, Roscher, Wegner, Jacobs, Zhu, and Camps-Valls, G. IEEE Geoscience and Remote Sensing Magazine 2021, arxiv.org/abs/2104.05107

“Living in the Physics - Machine Learning Interplay for Earth Observation” 
Camps-Valls et al. AAAI Fall Series 2020 Symposium on Physics-guided AI for Accelerating Scientific Discovery, 2020. arxiv.org/abs/2010.09031



196

With a lot of help from my friends ...
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ISP at Universitat de València
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ISP at Universitat de València  - Hiring!
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